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Summary and Recommendations

Summary
1. Following a review of the Monthly Statistics of Building Materials and Components by the Department for Business, Innovation and Skills the Methodology Advisory Service (MAS) has been asked to work with the department to address three of the recommendations that arose from the review.
2. This report gives results from a short investigation into the viability of using the Interdepartmental Business Register to produce sampling frames for the surveys.  MAS has also reviewed the imputation and grossing/weighting methods used in the production of these statistics, and established standard error calculations which can be used as part of the provision of statistical quality information about these statistics.
Recommendations
3. Using the Interdepartmental Business Register is unlikely to be able to provide a cost-effective way of constructing suitable sampling frames or panels for the surveys.
4. The imputation methodology should be changed for sand and gravel so that the trimmed mean growth rate is calculated using quartiles instead of standard deviations.

5. This imputation method should be adopted for both bricks and blocks as well.
6. The non-standard cut-off sampling approach as described for the sand and gravel survey can be justified by the application of a standard ratio model in a model-based framework.
7. There does not appear to be a strong case for modifying the weighting used on the sand and gravel survey to apply the ratio estimation separately by region.
8. The weighting used on the monthly blocks survey estimation can be re-written as a standard ratio estimator, although the way the sample is allocated to the monthly and quarterly surveys is, from observation, not random.
9. We have identified standard error estimators for point estimates from the sand and gravel and blocks surveys and applied these. We recommend using averaged values to reduce the volatility in these estimates.

Revision
This version revised to correct standard error values in table 19, which originally included an error. These values are reduced from those originally reported. Charles Lound 5 July 2011.
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1 Introduction

1.1 The Department for Business, Innovation and Skills publishes its Monthly Statistics of Building Materials and Components, which are National Statistics and have been produced by the Government since 1949.

1.2 The published statistics include price indices (largely taken from ONS Producer Price Indices); sales, production, deliveries and stocks on a number of materials including sand and gravel, concrete blocks, bricks, slate, tiles and ready-mixed concrete; and the value of overseas trade in selected materials and components.
1.3 A review by the department’s Construction Market Intelligence branch (CMI) in 2010 identified a number of areas that the department should consider improving, particularly in the light of the new Code of Practice for Official Statistics maintained by the UK Statistics Authority.

1.4 The review produced 15 recommendations, three of which are being addressed in collaboration with the Methodology Advisory Service in this project.  These relate to contributing to the work on checking the coverage and accuracy of the sampling frames and panels used by investigating the potential use of the Interdepartmental Business Register to construct a frame, reviewing the imputation methods used in the surveys, reviewing the methods used to gross up survey results and contribute to the provision of statistical quality information by calculating estimates of standard errors for the survey estimates.
2 Assessing the Interdepartmental Business Register as a sampling frame
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2.1 The Interdepartmental Business Register (IDBR) is the sampling frame maintained by ONS for use in business surveys.  Although it is not a comprehensive record of all businesses in the UK its two million businesses cover nearly 99% of UK economic activity – the businesses missed are small businesses that are neither VAT registered nor part of the PAYE scheme, and some non-profit organisations.
2.2 As part of the work BIS is doing to investigate the suitability of the panels used for the Buildings Materials Statistics we have been asked to consider if the IDBR can be used directly to provide a frame.
2.3 The IDBR is already used extensively in the production of these statistics, as the Business Data Division (BDD) of ONS, which does the day-to-day survey work, uses it to find contact details for reporting units and confirm whether businesses are still live.  So the IDBR is automatically involved in checking current panels in this respect.  The question is whether it can also be used to add new businesses to the panels or replace use of the panels entirely.
2.4 Trade association membership usually has good coverage (greater than 95%) in terms of industry output. For example, the concrete roofing tile association claims to cover 97% of industry activity.  In particular, trade association membership can be used to identify new production sites from established companies, which is not available from the IDBR.  

2.5 BIS has proposed a plan on augmenting coverage of exiting panels using trade association membership followed by validating sites with the IDBR.  BDD has been implementing the plan, and successfully added several newly identified firms/sites to the brick and roofing tile panels. 
2.6 Such an approach is reasonable to take in business surveys because the data tend to be heavily skewed and the biggest contributors (which are the ones who drive growth) are unlikely to be missed out.
2.7 BDD told us that new entrants into a particular industry are often established companies who are simply expanding their product lines (e.g. a concrete block producer which starts making roofing tiles).  In these cases we do not have the problem of a lag between the company being born and it appearing on the IDBR.  So the IDBR is potentially of use as a way of validating new entrants – and these entrants are more likely than brand new companies to be producing significant volumes of the product in question.  Note that although the IDBR will be of value in confirming that a unit is alive, it will be unlikely to help determine if a business has started making a new product.
2.8 There are, then, potential problems of both overcoverage and undercoverage in using the IDBR as a frame.  We can assess potential overcoverage by seeing how many businesses are in the IDBR with the appropriate SIC codes and comparing with the size of the current BIS panels.  To assess undercoverage we can see the codes assigned to panel members and see if they correspond closely to the expected codes.
2.9 We obtained an analysis of the counts of reporting units in the IDBR, broken down by four digit SIC (Standard Industrial Classification) and turnover, updated in late January 2011.  We also see to what extent turnover in a particular industry is dominated by large businesses.

2.10 We looked at concrete building blocks, for which the relevant SIC code is 2361.  The IDBR lists 512 reporting units with this code.  In comparison, the panel used by ONS to contact for the surveys at the end of 2010 comprised 81 reporting units (including both the quarterly and monthly surveys).  Even allowing for the fact there might be undercoverage in the panels, it is unlikely that this would account for the large gap and so it seems clear that there is a considerable degree of overcoverage here.

2.11 For this SIC code, about 60% of turnover is due to the largest businesses (those whose annual turnover is at least £50,000), so the contribution of the smaller businesses is not negligible.

2.12 For sand and gravel the situation is reversed.  Making use of SIC code 0812, there are 219 units, compared with 263 on the panel at the moment.  Just 6 of these businesses are in the largest turnover band, but account for 74% of turnover.
2.13 For bricks there are two SIC codes that seem relevant (2332 and 2361).  These have 643 reporting units, compared with just 74 on the panel.  The biggest businesses account for 65% of total turnover, so we have large overcoverage and not much concentration in the largest businesses.
2.14 Turning to assessing the undercoverage, we considered the current panel for the quarterly and monthly blocks surveys and used the IDBR to find the SIC codes for the various reporting units.

2.15 Of the 81 valid units for the two blocks surveys, 46 had a SIC coding of 2361 and 31 a coding of 2363.  Four other reporting units had different codes.  These figures relate to ‘primary’ codes only.  If we look at secondary codes – the IDBR lists up to three secondary codes for each reporting unit – 23 units had a code of 2361, and there are six more codes associated with at least 10 units each (although with considerable overlap).  In all there are 10 different codes associated with the 81 valid reporting units.  But the overall undercoverage of this approach is low: just using the code 2361 covers 69 of the 81 panel members, and using two codes (2361 and 2363) covers all of them (in that every unit has at least one of the codes as its primary or one of its secondary codes).

2.16 Although undercoverage is probably not much of a problem, the significant overcoverage issue does suggest that using the IDBR would not be a cost-effective way of replacing the current sources for constructing panels or sampling frames.  The Business Materials Statistics focus on a very specific set of products and the IDBR is designed more for larger scale surveys, usually covering a wide range of industries.
3 Reviewing the imputation methodologies

3.1 In its review of Building Materials Statistics, CMI recommends that the department “should look to improve imputation methods and decide whether it is appropriate to adopt a common, agreed imputation method for all affected surveys”.  For sand and gravel a version of ratio imputation is used but for both bricks and blocks the survey processing team in BDD in ONS simply uses repeat values for non-responders (i.e. the value used in the previous reporting period for the relevant respondent).
3.2 We have determined that a ratio imputation method has been coded in the systems that process the bricks and blocks surveys, but this code is not used because of worries a few years ago that it led to implausible negative values for the losing stocks for some businesses.  It should be straightforward, then, to change to this method if BIS wanted to.  However we have tested the effect of a slight modification to this method which makes it less influenced by extreme values in the growth rates of individual respondents.

Simulating non-response

3.3 To test the various imputations methods we have used microdata from the sand and gravel survey (quarterly returns from 1997 to 2010, for both marine-dredged and land-won material), the monthly bricks survey (from 2008) and the monthly blocks survey (this is the voluntary survey, which has a lower response rate than the statutory quarterly survey).  The data have had holes punched in them at random according to four different patterns of non-response, and the various imputation methods have been applied to the resulting datasets.  The methods have been assessed by estimating a measure of the so-called ‘imputation bias’ on both the levels of production and delivery of the various materials, and the growth rates of these.
3.4 We have focussed on the ‘flows’ (sales, production and delivery) rather than the opening and closing stocks as BDD does not independently impute the stocks – these are simply deduced from the values of the flows in the corresponding period (the closing stock is calculated as the opening stock plus production minus deliveries, and the opening stock is the previous period’s closing stock).  As there are many individual materials to consider, for both production and deliveries, and three different imputation methods being tested, we have not also analysed the effect on the regional breakdown of the statistics.
3.5 One weakness of the method we have employed of punching random holes is that we have not made use of the observed pattern of non-response and in effect assumed ‘missingness completely at random’ (MCAR).  One reason for this is that we have tried to test our imputation strategies on datasets with different response rates to identify methods that are robust to future possible changes in response rates.  One mitigation against this assumption of MCAR is that in two of our patterns of non-response we have set a lower response rate for bigger businesses than for smaller businesses – BIS and BDD tell us that for some surveys this is a particular problem, and since it clearly would have a more significant effect on the imputation bias it is sensible to at least put this level of structure into the pattern of non-response.
Imputation methods

3.6 The ratio method that is currently used for the sand and gravel survey is described briefly as follows.  Treat each material type separately (i.e. sand for building, sand, gravel and hoggin for fill, etc).  Consider the latest reporting period and the period before it, and look at those businesses that responded on both occasions.  For each such business calculate the growth rate for the latest period.  Then calculate the mean and standard deviation of this sample of growth rates.  Next calculate a ‘trimmed mean’ growth rate by excluding those growth rates that are more than two standard deviations from the original mean and finding the mean again.  This trimmed mean growth rate is then applied to the previous period’s values for the current period’s non-responders (it may well be the case that the previous period’s value for a business is itself the result of imputation of course).
3.7 In fact the sand and gravel responders are grouped into various imputation classes depending on the size of the business (for land-won materials, based on total sand and gravel reported
) and region.  The calculations are performed within these classes, but if fewer than five growth rates contribute to the trimmed mean then a imputation factor for a larger class is used (the larger classes ignore the regional breakdown so are interpretable as GB wide growth rates).

3.8 There are a number of ways in which we could alter this method.  In some business surveys (e.g. the turnover variable in MPI) the growth rates are weighted means of the growth rates for the last two periods, to help keep the rates stable.  One can also weight the growth rates in different ways.  In most business surveys run by ONS some method of trimming is used so that the imputation factors are not affected by extreme values, but we are unaware of any other surveys where the trimming is applied in the way described above.  More common is to use a trimming that uses percentiles of the observed distribution of growth rates.  For example, (10, 10) trimming excludes the top 10% and bottom 10% of values (this is used for employment in the Retail Sales Inquiry).  Another common method (used for turnover in the MPI) is (5, 20) trimming, which excludes the bottom 5% and top 20%.  This latter example is asymmetric trimming and is a popular choice when the distribution is known to be strongly positively skewed.
3.9 It was clear that the current method for trimming is liable to be influenced by extreme values, especially as the imputation classes are likely to be much smaller than the large scale ONS business surveys.  One outlier can affect the standard deviation so much that it does not get excluded in the trimming process and so gets to influence the final imputation factor for that class.  Because the classes are relatively small it is difficult to judge whether the distribution of growth rates is skewed and by how much, which makes the choice of whether to employ a symmetric or asymmetric trimming difficult.  Indeed, we observed that the skew statistics for the distributions do not seem to behave consistently over time.  We note also that when there are small numbers of growth rates in an imputation class there are difficulties in applying the percentiles method – in applying the (5, 20) method you might well exclude much more or much less than 25% of the growth rates if there are fewer than ten values.
3.10 The volatility of the skewness of the distributions of growth rates, probably due to the small sample sizes in many of the imputation classes, makes it sensible to consider a method that is reasonably robust to changes in the shape of a distribution.  Fallows and Brown (2007) propose a method of trimming which is similar to that described for sand and gravel, but instead of excluding values more than two standard deviations from the mean, we exclude values more than two interquartile ranges from the median.

3.11 After testing this ‘robust method’ on data from the MPI, MIDSS and RSI (looking at both turnover and employment) they conclude that “overall, the robust 2*IQR method was one of the best options for all three surveys, for both turnover and employment” and “the 2*IQR method was never the worst performing method in any given month or overall”.
3.12 Another clear attraction of this robust method is that it should be easy to implement in the current ONS computer systems, since it is so close to the current methodology and we have seen that there is code already written for both bricks and blocks using the same imputation method as is currently used for sand and gravel (the major difference being the imputation classes).
3.13 For the remainder of this report we shall refer to the current trimming method as the ‘moments’ method, the robust method as the ‘IQR’ method and the current method for bricks and blocks as the ‘repeat’ method.  For bricks and blocks we test all three methods and for sand and gravel we test the moments and IQR methods.

Performance measures for the different imputation methods

3.14 To assess the different methods we use a version of the Relative Imputation Bias (RIB) (see Fallows and Brown (2007) for more details).  If the sampled units are indexed by i, yi is the value of the variable (whether production or delivery) and 
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is the imputed value of yi if i is a non-responder (and equal to yi if i is a responder) then
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.  The RIB measures the effect of the imputation on the final estimates and we present it as a percentage.  To summarise the effect over several periods we will report the mean of the absolute values of the RIB (so that RIBs of opposite sign do not offset each other
).  We call this quantity mRIB.
3.15 The mRIB has been calculated for total production and delivery for each material type.  We have also examined the effect on growth rates of these totals (these are growth rates between successive periods).  When looking at growth rates there is no need for the denominator seen in the formula for the RIB as the growth rates already take this into account, so our summary measure is the mIB.  (We do still take absolute values of the difference between the true growth rate and the growth rate of the totals following imputation, as we don’t want these to offset each other.)  So 
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, where n is the number of time periods minus 1 (since there will be one fewer period with growth rates calculated).
Other limitations to the simulation study

3.16 Before reporting on the results of our investigation, we discuss various limitations to what we have done (recall also paragraph 3.5 on the assumptions about missingness).  For the bricks and blocks we have only used data from 2008, which is hardly a typical period of time for the UK economy as it comprises the recent recession and the weak recovery.  We have used sand and gravel data from 1997, however, and our results do not change substantially with regard to the performance of the various imputation methods when we separate this data into pre-and post-start of the 2008 recession.  This gives us some confidence that the conclusions of the analyses on both bricks and blocks will be valid over the near future even if the economy becomes stronger.
3.17 Another point to bear in mind is that in our simulations we have not used the regional imputation classes for bricks and blocks.  This is because in nearly all cases the final number of values in the classes was so small that the GB wide values had to be used instead.  This means that the values we have calculated will differ slightly from what would actually be calculated if these data were being processed by BDD, but we are assuming that this is not going to have a big impact.  For sand and gravel the imputation classes are typically big enough not to need collapsing and so we have ensured that our calculations do account for these classes properly.
Patterns of non-response used in the simulation study

3.18 There were four different patterns of non-response we artificially introduced for each dataset.  Pattern 1 was MCAR with a response rate of 90%.  This means that each value had a 10% probability of being punched out.  Pattern 2 was MCAR with a response rate of 60%.  Although it is unlikely that response rates will drop so far in most of the current surveys, this should give some indication of which imputation methods might be more effective if response rates deteriorate.  (The response rate to the land-won sand and gravel survey in 2009 was 58% and so the simulated response rate of 60% is actually appropriate for this particular survey.)
3.19 If an item is missing in Pattern 1 then it is also missing in Pattern 2.  This was done so that differences in the relative performance between two methods when looking at the two patterns are not just due to a wholly different set of non-responders.  It also reflects the intuitively attractive idea that non-responders in a context of good overall response rates should remain non-responders in a context of worse response rates.
3.20 In Patterns 3 and 4, the businesses were given one of two probabilities of non-response, depending on whether they were in the top 20% of producers for the total of materials for the survey in question.  This provides a tougher test for the imputation methods as the bigger producers were given higher probabilities of non-response.  In Pattern 3, the response rate for bigger and smaller producers was 70% and 95% respectively (implying an overall response rate of 90%, like in Pattern 1).  In Pattern 4 these probabilities become 45% and 65% respectively (implying an overall response rate of 61%
, like in Pattern 2).
Results from the simulation study

3.21 The summary results for the sand and gravel sales data are in the following tables.  The differences are ‘moment’ minus ‘IQR’.  Since smaller values of mRIB and mIB indicate better performance, a positive difference means the IQR method performed better than the moments method.  Note that the imputation for ‘total’ was the result of summing the imputed components (rather than applying an imputation method directly on the total dataset).
Table 1a – comparing moments and IQR methods on the marine-dredged sand and gravel dataset (Pattern 1: 90% response rate)
	
	mRIB (percentages)
	mIB (percentages)
	Differences

	
	Sales
	Quarterly growth in sales
	Sales
	Quarterly growth in sales

	Material
	Moments
	IQR
	Moments
	IQR
	
	

	Sand for building
	3.2
	3.2
	5.8
	5.6
	0.0
	0.2

	Sand for coating
	3.3
	3.0
	11.9
	11.3
	0.3
	0.5

	Sand for concreting
	1.8
	1.8
	2.8
	2.8
	0.0
	0.0

	Gravel for coating
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0

	Gravel aggregates
	2.0
	1.6
	3.2
	2.8
	0.3
	0.5

	Gravel for concreting and other uses
	4.2
	2.6
	8.2
	5.4
	1.6
	2.7

	Sand, gravel and hoggin for fill
	8.2
	6.6
	18.4
	16.7
	1.6
	1.7

	Total
	2.1
	2.1
	3.1
	3.2
	0.0
	-0.1


Table 2b – comparing moments and IQR methods on the land-won sand and gravel dataset (Pattern 1: 90% response rate)

	
	mRIB (percentages)
	mIB (percentages)
	Differences

	
	Sales
	Quarterly growth in sales
	Sales
	Quarterly growth in sales

	Material
	Moments
	IQR
	Moments
	IQR
	
	

	Sand for building
	1.7
	1.6
	2.4
	1.9
	0.2
	0.6

	Sand for coating
	4.6
	4.0
	6.5
	5.5
	0.6
	1.0

	Sand for concreting
	1.7
	1.6
	2.6
	2.3
	0.1
	0.3

	Gravel for coating
	29.8
	13.7
	45.4
	20.3
	16.1
	25.1

	Gravel aggregates
	2.5
	2.4
	3.9
	3.5
	0.2
	0.4

	Gravel for concreting and other uses
	4.3
	3.6
	8.8
	7.6
	0.7
	1.2

	Sand, gravel and hoggin for fill
	5.5
	3.9
	8.1
	6.1
	1.6
	1.9

	Total
	1.9
	1.7
	2.8
	2.4
	0.1
	0.4


3.22 We see that the IQR method improves on (or does no worse than) the moments method in all cases, for sales and growth, under Pattern 1 – except a small difference in the growth rates for the total marine-dredged sand and gravel.  The following tables give the results for the other three patterns:
Table 3a – comparing moments and IQR methods on the marine-dredged sand and gravel dataset (Pattern 2: 60% response rate)
	
	mRIB (percentages)
	mIB (percentages)
	Differences

	
	Sales
	Quarterly growth in sales
	Sales
	Quarterly growth in sales

	
	Moments
	IQR
	Moments
	IQR
	
	

	Sand for building
	15.4
	15.8
	16.6
	15.2
	-0.3
	1.4

	Sand for coating
	30.8
	30.2
	74.7
	73.5
	0.7
	1.2

	Sand for concreting
	11.7
	11.8
	13.1
	12.9
	-0.1
	0.1

	Gravel for coating
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0

	Gravel aggregates
	13.8
	13.1
	18.0
	15.9
	0.7
	2.1

	Gravel for concreting and other uses
	21.2
	18.6
	51.0
	43.7
	2.7
	7.3

	Sand, gravel and hoggin for fill
	38.2
	28.9
	54.8
	45.8
	9.4
	9.0

	Total
	12.4
	12.4
	15.1
	12.8
	0.0
	2.3


Table 4b – comparing moments and IQR methods on the land-won sand and gravel dataset (Pattern 2: 60% response rate)

	
	mRIB (percentages)
	mIB (percentages)
	Differences

	
	Sales
	Quarterly growth in sales
	Sales
	Quarterly growth in sales

	
	Moments
	IQR
	Moments
	IQR
	
	

	Sand for building
	13.0
	14.0
	8.2
	7.4
	-1.0
	0.8

	Sand for coating
	17.3
	17.0
	15.2
	13.3
	0.3
	1.9

	Sand for concreting
	15.4
	16.1
	7.2
	7.1
	-0.7
	0.0

	Gravel for coating
	23.1
	22.4
	26.4
	25.8
	0.7
	0.6

	Gravel aggregates
	14.8
	15.6
	13.5
	12.9
	-0.8
	0.6

	Gravel for concreting and other uses
	18.1
	17.6
	32.0
	28.0
	0.6
	4.1

	Sand, gravel and hoggin for fill
	17.8
	16.2
	24.5
	16.2
	1.6
	8.3

	Total
	13.4
	15.4
	9.1
	8.2
	-2.0
	0.8


Table 5a – comparing moments and IQR methods on the marine-dredged sand and gravel dataset (Pattern 3: 70% response rate for the larger businesses and 95% for the smaller businesses)
	
	mRIB (percentages)
	mIB (percentages)
	Differences

	
	Sales
	Quarterly growth in sales
	Sales
	Quarterly growth in sales

	
	Moments
	IQR
	Moments
	IQR
	
	

	Sand for building
	8.1
	7.8
	12.9
	12.2
	0.3
	0.6

	Sand for coating
	15.1
	19.1
	29.7
	45.8
	-4.0
	-16.1

	Sand for concreting
	4.5
	6.2
	5.9
	7.3
	-1.7
	-1.4

	Gravel for coating
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0

	Gravel aggregates
	7.0
	7.1
	10.5
	10.9
	-0.1
	-0.4

	Gravel for concreting and other uses
	6.5
	5.4
	16.2
	13.5
	1.2
	2.6

	Sand, gravel and hoggin for fill
	15.9
	12.5
	25.5
	19.2
	3.3
	6.3

	Total
	5.9
	6.3
	7.6
	7.4
	-0.4
	0.2


Table 6b – comparing moments and IQR methods on the land-won sand and gravel dataset (Pattern 3: 70% response rate for the larger businesses and 95% for the smaller businesses)

	
	mRIB (percentages)
	mIB (percentages)
	Differences

	
	Sales
	Quarterly growth in sales
	Sales
	Quarterly growth in sales

	
	Moments
	IQR
	Moments
	IQR
	
	

	Sand for building
	5.8
	5.6
	5.3
	3.7
	0.1
	1.6

	Sand for coating
	6.1
	6.8
	8.6
	8.5
	-0.7
	0.1

	Sand for concreting
	5.1
	7.4
	4.8
	4.7
	-2.3
	0.1

	Gravel for coating
	12.2
	11.0
	23.7
	18.0
	1.2
	5.6

	Gravel aggregates
	7.3
	7.6
	8.5
	8.3
	-0.2
	0.1

	Gravel for concreting and other uses
	8.5
	8.5
	13.4
	11.3
	0.1
	2.1

	Sand, gravel and hoggin for fill
	9.6
	7.2
	15.2
	8.1
	2.5
	7.1

	Total
	5.2
	7.0
	4.7
	5.0
	-1.9
	-0.3


Table 7a – comparing moments and IQR methods on the marine-dredged sand and gravel dataset (Pattern 4: 45% response rate for the larger businesses and 65% for the smaller businesses)
	
	mRIB (percentages)
	mIB (percentages)
	Differences

	
	Sales
	Quarterly growth in sales
	Sales
	Quarterly growth in sales

	
	Moments
	IQR
	Moments
	IQR
	
	

	Sand for building
	24.4
	24.8
	22.4
	22.6
	-0.3
	-0.3

	Sand for coating
	40.6
	40.5
	95.1
	95.0
	0.0
	0.0

	Sand for concreting
	21.6
	19.7
	25.1
	19.3
	1.9
	5.8

	Gravel for coating
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0

	Gravel aggregates
	22.4
	23.3
	32.7
	32.9
	-0.9
	-0.2

	Gravel for concreting and other uses
	23.0
	23.0
	60.9
	59.9
	0.0
	1.0

	Sand, gravel and hoggin for fill
	31.4
	28.2
	53.6
	51.9
	3.3
	1.7

	Total
	21.5
	21.4
	20.8
	18.5
	0.1
	2.3


Table 8b – comparing moments and IQR methods on the land-won sand and gravel dataset (Pattern 4: 45% response rate for the larger businesses and 65% for the smaller businesses)

	
	mRIB (percentages)
	mIB (percentages)
	Differences

	
	Sales
	Quarterly growth in sales
	Sales
	Quarterly growth in sales

	
	Moments
	IQR
	Moments
	IQR
	
	

	Sand for building
	21.5
	22.0
	11.1
	7.9
	-0.5
	3.2

	Sand for coating
	24.7
	25.5
	23.8
	22.9
	-0.8
	0.9

	Sand for concreting
	26.4
	27.1
	9.8
	8.5
	-0.7
	1.3

	Gravel for coating
	27.4
	29.3
	39.3
	29.4
	-1.9
	9.9

	Gravel aggregates
	24.9
	25.5
	15.1
	14.7
	-0.6
	0.4

	Gravel for concreting and other uses
	22.5
	23.7
	29.7
	27.3
	-1.2
	2.4

	Sand, gravel and hoggin for fill
	20.7
	22.6
	26.4
	15.4
	-1.9
	10.9

	Total
	23.0
	25.2
	12.8
	9.7
	-2.3
	3.1


3.23 For the marine-dredged sand and gravel the IQR method generally does better in Pattern 2, never much worse, and for growth rates it always does better.  Note, though, that in all cases the imputation has not been very successful, with large biases estimated throughout.  Things are just as bad in this respect with Pattern 4 (although the IQR method tends to be better than the moments method, the two are generally pretty close).  This emphasises that ONS and BIS need to ensure that response rates stay high, as this strongly suggests that the imputation will not help much.  We see in Pattern 3 that the moments method is better about half the time.  On balance the IQR method appears to perform better, especially with quarterly growth rates.
3.24 For the land-won sand and gravel we concentrate on Pattern 4 (Table 4b), since this is closest to what is currently observed for this survey.  The moments method actually performs better than the IQR method when we look at levels for sales, but this is reversed when we consider quarterly growth rates.  We note that the IQR’s improvement in the mIB is generally bigger than the moments’ improvement in the mRIB, and on this basis suggest that BIS change to the IQR method for the land-won survey as well
.  But it needs to be repeated that with response rates this low the imputation is not very successful either way, and BIS should consider what steps can be taken to improve the response rates in this case.
3.25 Next we consider the blocks.  We have looked at the voluntary monthly inquiry.  Because we have considered three imputation methods (repeat, moments and IQR), there is more data to summarise.  We focus on reporting the differences (repeat minus moments and repeat minus IQR) here
.  Positive differences show the new method is an improvement on the current repeat method; whichever method between moments and IQR has the bigger difference has performed best (unless of course both differences are negative, in which case neither has improved on repeat).
Table 9 – differences in the mRIB for flows in the blocks inquiry, for each Pattern

	
	
	Differences in mRIB, from the repeat method (percentage points)

	
	
	Pattern 1 (90% response rate)
	Pattern 2 (60% response rate)
	Pattern 3 (70%/95% response rates)
	Pattern 4 (45%/65% response rates)

	Block type
	Flow
	Moments
	IQR
	Moments
	IQR
	Moments
	IQR
	Moments
	IQR

	Dense
	Production
	0.1
	0.2
	2.1
	2.8
	0.5
	0.4
	0.4
	0.7

	
	Deliveries
	0.4
	0.4
	2.0
	2.0
	1.0
	1.0
	1.5
	1.8

	Light
	Production
	-0.7
	0.0
	-4.7
	-1.3
	-1.7
	0.6
	-1.5
	0.3

	
	Deliveries
	0.2
	0.0
	-0.6
	0.0
	1.4
	1.6
	-0.2
	0.6

	Aerated
	Production
	-1.3
	-2.2
	-7.2
	-4.8
	0.0
	-0.1
	-2.0
	-3.3

	
	Deliveries
	0.1
	0.0
	1.9
	1.7
	0.2
	0.2
	0.2
	0.3

	Total
	Production
	0.4
	0.6
	5.9
	1.9
	-0.1
	0.9
	1.0
	1.4

	
	Deliveries
	0.8
	0.7
	2.5
	3.3
	1.7
	1.7
	2.5
	2.1


Table 10 – differences in the mIB for monthly growth rates in the blocks inquiry, for each Pattern

	
	
	Differences in mIB, from the repeat method (percentage points)

	
	
	Pattern 1 (90% response rate)
	Pattern 2 (60% response rate)
	Pattern 3 (70%/95% response rates)
	Pattern 4 (45%/65% response rates)

	Block type
	Flow
	Moments
	IQR
	Moments
	IQR
	Moments
	IQR
	Moments
	IQR

	Dense
	Production
	0.0
	0.2
	2.1
	2.7
	0.8
	0.7
	0.6
	0.8

	
	Deliveries
	0.6
	0.8
	3.4
	3.3
	2.0
	2.1
	2.8
	3.3

	Light
	Production
	-2.0
	0.3
	-1.9
	1.2
	-1.1
	1.3
	1.5
	0.7

	
	Deliveries
	0.1
	-0.2
	2.0
	1.9
	2.2
	2.8
	1.7
	3.7

	Aerated
	Production
	-0.5
	-1.1
	-3.5
	0.4
	0.4
	.01
	-3.1
	-1.9

	
	Deliveries
	0.8
	0.7
	3.3
	3.8
	0.8
	.07
	1.6
	2.2

	Total
	Production
	0.7
	0.8
	7.5
	2.5
	0.8
	1.4
	2.5
	2.7

	
	Deliveries
	1.3
	1.2
	3.5
	4.4
	2.2
	2.3
	2.9
	3.4


3.26 Overall the IQR method performs better than the other two methods, but there is no real difference between IQR and moments in Pattern 1, and IQR is just marginally better in Pattern 3.  So, for the blocks inquiry we would recommend moving from the current method, and if response rates do not deteriorate much then there is little to choose between the moments and IQR methods.  But the IQR method seems to offer more successful imputation if response rates were to deteriorate.
3.27 Finally we look at the bricks inquiry.  Again, differences are repeat minus moments and repeat minus IQR.
Table 11 – differences in the mRIB for flows in the bricks inquiry, for each Pattern

	
	
	Differences in mRIB, from the repeat method (percentage points)

	
	
	Pattern 1 (90% response rate)
	Pattern 2 (60% response rate)
	Pattern 3 (70%/95% response rates)
	Pattern 4 (45%/65% response rates)

	Brick /material type
	Flow
	Moments
	IQR
	Moments
	IQR
	Moments
	IQR
	Moments
	IQR

	Commons
	Production
	-0.9
	0.2
	-11.4
	-1.6
	-4.9
	-0.4
	-18.9
	1.9

	
	Deliveries
	0.5
	0.4
	0.0
	4.5
	0.3
	-1.0
	-0.7
	2.4

	Facings
	Production
	0.6
	0.8
	-3.2
	2.1
	0.6
	1.0
	-2.0
	1.3

	
	Deliveries
	0.9
	0.9
	3.5
	4.4
	1.6
	1.6
	3.4
	3.8

	Engineerings
	Production
	0.0
	0.7
	-7.3
	-1.6
	-0.6
	-2.0
	-15.8
	1.4

	
	Deliveries
	-0.8
	0.6
	-0.1
	0.3
	0.7
	1.1
	-0.5
	0.6

	Clay
	Production
	0.3
	0.7
	-5.1
	1.0
	-0.2
	0.6
	-6.0
	1.1

	
	Deliveries
	0.8
	0.9
	3.2
	3.9
	1.4
	1.3
	3.0
	3.1

	Concrete
	Production
	0.2
	0.4
	1.4
	4.0
	-1.0
	-1.1
	1.0
	5.1

	
	Deliveries
	-0.5
	-0.1
	-5.3
	6.4
	-0.4
	-0.2
	-5.1
	6.9

	Total
	Production
	0.3
	0.7
	-4.7
	1.2
	-0.3
	0.5
	-5.6
	1.4

	
	Deliveries
	0.7
	0.8
	2.7
	4.0
	1.3
	1.2
	2.6
	3.3


Table 12 – differences in the mIB for monthly growth rates in the bricks inquiry, for each Pattern

	
	
	Differences in mIB, from the repeat method (percentage points)

	
	
	Pattern 1 (90% response rate)
	Pattern 2 (60% response rate)
	Pattern 3 (70%/95% response rates)
	Pattern 4 (45%/65% response rates)

	Brick /material type
	Flow
	Moments
	IQR
	Moments
	IQR
	Moments
	IQR
	Moments
	IQR

	Commons
	Production
	-2.1
	-0.7
	-7.6
	6.5
	-5.5
	0.6
	-9.7
	6.8

	
	Deliveries
	0.8
	0.9
	-2.1
	6.3
	-0.5
	-3.0
	-1.7
	4.9

	Facings
	Production
	0.4
	0.7
	-1.5
	7.1
	1.4
	2.5
	1.7
	4.6

	
	Deliveries
	1.8
	1.9
	9.2
	11.1
	5.9
	5.9
	8.9
	10.4

	Engineerings
	Production
	-1.2
	0.1
	-5.9
	-9.5
	-1.5
	-0.7
	-7.2
	1.3

	
	Deliveries
	0.2
	2.6
	2.2
	2.5
	2.5
	2.9
	2.9
	5.5

	Clay
	Production
	-0.2
	0.4
	-3.0
	3.5
	0.3
	2.2
	-0.9
	2.4

	
	Deliveries
	1.6
	1.9
	8.1
	9.1
	5.1
	4.8
	8.0
	8.6

	Concrete
	Production
	0.8
	0.8
	1.5
	35.3
	-1.3
	-2.0
	1.9
	36.1

	
	Deliveries
	0.3
	1.0
	-8.6
	21.7
	-0.9
	-0.4
	-8.4
	21.2

	Total
	Production
	-0.1
	0.4
	-2.7
	5.5
	0.2
	1.9
	-0.7
	4.6

	
	Deliveries
	1.5
	1.8
	7.2
	9.8
	4.8
	4.5
	7.1
	9.3


3.28 The IQR method is clearly the best performer overall for the bricks inquiry.  It is worth noting that there is little to choose from between the moments and repeat methods once response rates begin to drop.  (And in Pattern 3 the IQR method is just marginally better than repeat for the mRIB measure.)
Changing the methodology

3.29 We recommend the IQR method be adopted for all three inquiries.  It would be easier for users if the same method were used for all the surveys unless there were compelling reasons for them to differ.  We have obtained rough estimates of the costs involved in changing these imputation methods from ONS.
3.30 ONS have suggested that it would take about three days of work to implement and test the IQR method in both the bricks and blocks surveys together, which would imply a cost to BIS of about £1100.  Implementing the change for all three would likely involve five days and a cost of about £1900.
3.31 Of course if BIS were to consider asking for these changes the department would have to ask formally and get a proper quotation from ONS.  Our colleagues who would make the changes have suggested a small amendment to our proposed method, to constrain the imputed values of deliveries so that negative values of stocks cannot arise.  We have not had time to test the effect of this, but would expect it to be small.  In the course of our analyses we have never seen negative stocks at top levels of aggregation, but we have not tested this at regional levels and certainly not at individual business level.  But simply by adopting the IQR method the probability of large fluctuations in production and deliveries becomes smaller than with the moments method so there is less chance that the constraint would need to be used in the first place. 
References
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4 Weighting and estimation


4.1 We use the term weighting here to include all possible steps in assigning a survey weight, including design weighting, sample-based weighting for non-response and weighting to population totals, commonly known as grossing. As the imputation process is designed to give a complete response for the sample, we do not propose recommending any weighting to account for non-response.

4.2 The Sand and Gravel survey (S&G) uses a sample taken from a preceding year’s Annual Minerals Raised Inquiry (AMRI), which is intended to be a census of producers. The AMRI is used for the annual figures published in the monthly publication. The S&G gives the more timely quarterly estimates. For the S&G survey, weighting is applied only to the land-won estimates, not the marine-won which is treated as a census.

4.3 The other application of weighting in the Building Materials Inquiries is the weighting of the monthly blocks sample. Data for estimates of Blocks are collected from a monthly and quarterly sample. Together these are intended to be a census of producers so can be aggregated across both samples to give the quarterly estimates, but as only a sample is included in each month, the data have to be weighted to produce a population estimate.

Sampling for the sand and gravel survey
4 The following table shows the sample sizes for the 2008 AMRI and the 2010 S&G. The AMRI sample sizes are for the year two years prior to the S&G’s as that is the year used as a frame. 

Table 13: Recent sample sizes for AMRI and S&G

	AMRI
	Sand and Gravel Survey

	Period
	Sample size
	Period
	Sample size

	
	Land-won
	Marine-dredged
	
	Land-won
	Marine-dredged

	2008
	521
	59
	2010 qtr 1
	212
	50

	
	
	
	2010 qtr 2
	213
	50

	
	
	
	2010 qtr 3
	213
	50

	
	
	
	
	
	


4.5 Just over 40% of the land-won sites are drawn from the AMRI into the S&G survey. The survey documentation states that all marine-dredged sites are drawn into the S&G survey, but in practice this has applied to just 50 of the 59 sites. Those marine-dredged sites excluded had a total sand for building of zero, but a non-zero total sales across all products.

4.6 The sample for S&G is selected by first specifying an AMRI sales value threshold for total sales (excluding fill) for each region and listing the enterprise sites that exceed that value in the most recent AMRI response. Most of those listed will previously have been selected into the survey panel, but any new business sites appearing above the threshold are added. No design weights are applied for the sampling of enterprise sites from the frame.

Estimation for sand and gravel
4.7 For analysis of the S&G survey, weights are currently calculated separately for each of the land-won sand and gravel product estimates, which is unusual as most surveys seek to have a single weight variable for the survey as a whole (or possibly a few weight variables, each designed for a different type of analysis.) 

4.8 That use of a single weight variable in other surveys is largely due to a requirement for simplicity and lack of alternative data to do anything more targeted at each estimate. A single survey weight variable is also required when analysing the relationship between different variables, although that isn’t an issue for the standard outputs from this survey. Single weight variables also ensure that different totals are coherent, but this is achieved in the sand and gravel tables by adding the components to create the overall totals. (This doesn’t guarantee the optimal estimate for the total, which would probably come from grossing the total separately, but that approach wouldn’t guarantee additivity which would compromise the coherence of the results.) For the S&G survey, the weighting uses the recent sales level of the same product in the AMRI and a high correlation of this with current sales will  have a highly beneficial effect on the accuracy of current sales estimates.

4.9 If 
[image: image6.wmf]k

y

 is the current sales of a particular product for the sample of units 
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 has the same values within an analysis domain 
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 (say, region), but zero outside the domain, 
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 is the sales of the same product as recorded in the AMRI then the estimate of total sales for that domain is: 
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4.10 Note that the weighting to population totals in the brackets is outside the summation over the sample, as it is a constant for each product and not domain-specific.

4.11 The Review raised a concern that using data from the earlier year’s AMRI to weight the survey data may introduce a bias. However, the earlier year’s total is not used as a fixed total to constrain this year’s sales, but rather as a way of comparing the total of that year’s sales for this year’s sampled units with the equivalent overall sales for the whole population covered in AMRI. As we are comparing like-with-like measures, this does not introduce a bias and is not in fact a concern.

4.12 By linking data from the S&G to the earlier year’s AMRI (which is required for calculating standard errors – see later) we can directly observe the high correlation between sales figures recorded on the two surveys. This is shown in the following figure separately for building sand and for the overall total sales. In each chart a single outlying value with a high AMRI sales and zero S&G sales is omitted for clarity.


[image: image12]
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4.13 What is also clear from the second scatter is that, although the entry into the sample was based on total sales being above a certain regional threshold, some of the sample members are currently below those thresholds as the distribution on sales includes zero at the lower end of its range.

4.14 The sampling of business sites exceeding a certain regional threshold, sometimes referred to as cut-off sampling, is not a standard approach in official statistics where random sampling is usually preferred. The sample as described here is not a random sample because the small producers – those who have never exceeded their regional threshold -  have no chance of inclusion. In contrast, oversampling larger producers in a random sampling approach is a standard approach as we would expect the population unit variance to increase with sales, but here we have a zero sampling rate at lower sales levels.

4.15 Because some members of the population have zero chance of selection, the sampling approach is not in general design-unbiased for any  population. However, under extra assumptions we can regard the estimates as being model-unbiased. If we look at the estimate of sales: 
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 (i.e. the same as above for a domain, but not domain-specific and bracketed differently), this can be seen as taking the AMRI total and updating it by the ratio of the sample totals for the S&G and the AMRI. If the data fit a ratio model: 
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, i.e. equal average relative change then we would expect the ratio of the sample totals to be an unbiased estimate of the ratio of the population totals and the estimate of total production to be unbiased, under the model. In fact, under this model, the strategy of sampling the largest units as measured by the auxiliary measure 
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 is the optimal strategy, again if the model is true.

4.16 However, as was remarked earlier, the S&G data does in fact appear to include small and large producers as the selection into the sample will in general have happened years ago and the retained producers may not have retained the same level of sales.

4.17 Having established that the existing method of weighting is a legitimate approach under a model-based approach, we briefly consider a potential modification to the weighting. We mentioned earlier that the weighting factor used in the domain estimates is not domain-specific so, for example, the same factor is used for all regions.

4.18 We would want to use a separate ratio estimator by region if the gradients 
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 differ by region – equivalent to different growth rates by region – and the samples sizes within the regions were sufficiently large that the weights do not become too volatile. If both conditions are met, this would benefit the precision of both the national and regional estimates. However we understand that for more reliable regional estimates, albeit available later, users are advised to make use of the full AMRI data.

4.19 The following table shows the achieved sample sizes by region for the land-won sand and gravel survey. Over the four quarters shown, the sample sizes remain fairly stable, although there is some reduction over time. A general rule of thumb for weighting is that no weighting class should fall below thirty cases. Clearly using single regions for weighting would violate that rule. By grouping geographically neighbouring regions (which we might expect to have similar production patterns) into four broad regions we can construct cells which meet this rule in all but the last case.
Table 14: Regional distribution of land-won sand and gravel sample

	
	Q4, 2009
	Q1, 2010
	Q2, 2010
	Q3, 2010
	Q3 2010, grouped

	Scotland
	42
	36
	37
	37
	69

	Northern
	7
	5
	5
	5
	

	North West
	11
	12
	12
	12
	

	Yorks. & Humberside
	15
	15
	15
	15
	

	East Midlands
	23
	23
	23
	23
	48

	West Midlands
	25
	25
	25
	25
	

	East Anglia
	38
	37
	37
	37
	68

	South East
	35
	31
	31
	31
	

	South West
	24
	23
	23
	23
	28

	Wales
	6
	5
	5
	5
	

	Total
	226
	212
	213
	213
	


4.20 The earlier scatter plots shown in Figure 1 have markers plotted according to the broad regional groupings: Northern, Midlands, Eastern and Western. It is not clear from those charts (even when scaled up) that the growth rates are systematically different by region, which would be shown by a preponderance of markers from a region above or below the line of best fit.

4.21 This change can be expressed by looking at average relative change in the S&G year-on-year across all sites in a region group, as shown in the following table. For each year, we calculate for each site the ratio of total sales in the later year over sales in the earlier year and take the regional average. We have also reported a simple standard error of the mean change. This is calculated using the formula for a simple random sample, but should give an indication of the amount of variation. There is some variation in the average growth rates, but it appears that this variation may be accounted for by random variation.

Table 15: Average year-on-year change in total production by region

	
	2007/2006
	2008/2007
	2009/2008

	Grouped region
	Mean/se(srs)
	Mean/se(srs)
	Mean/se(srs)

	Northern
	0.99 (0.04)
	0.87 (0.06)
	0.76 (0.05)

	Midlands
	0.94 (0.03)
	0.96 (0.06)
	0.84 (0.04)

	Eastern
	1.02 (0.04)
	0.97 (0.05)
	0.81 (0.05)

	Western
	0.96 (0.07)
	0.98 (0.13)
	0.90 (0.07)

	All
	0.98 (0.02)
	0.93 (0.03)
	0.81 (0.03)


4.22 In a somewhat more formal approach, we have fitted the later year’s sales against the earlier year in a regression model and tested adding in covariates for each regional group in turn. None of these was found to be significant for any of the years shown. Although this analysis was carried out exclusively on the S&G data (prior to linking to the AMRI data), the patterns displayed would suggest that there isn’t a strong case for forming the ratio estimate separately for different regional groups.

County level sand and gravel estimates

4.23 The survey results are also disaggregated below region to county level, using county factors based on the AMRI that are produced at selection time. The estimated total for each county 
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 within a regional domain 
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 is then: 
[image: image19.wmf]()

()

ˆˆ

dc

k

AMRI

dcd

d

k

AMRI

x

TT

x

æö

ç÷

=

ç÷

ç÷

èø

å

å

, where 
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 are the versions of the production variable from AMRI, but restricted to the county and regional domain respectively. The motivation for these county factors is said to be to ‘get a smooth distribution of the data through the year’. This must be on the basis that the above estimator has a lower variance than the natural alternative of using the same method as the regional estimate. This lower variance is under the model, assumed true, that the across-county distribution remains stable over time. 
4.24 In principle the assertion that the above estimates are more stable could be tested using direct estimates of standard errors, but that is beyond the scope of this study.

Grossing for blocks

4.25 Here the grossing is used effectively to produce a monthly provisional estimate that is grossed to create a population estimate consistent with the quarterly total. The quarterly total takes in both the monthly and quarterly returns and thus includes the whole population (once missing values have been imputed.) Monthly contributions are revised to be consistent with the quarterly totals once all the data for the quarter are available.

4.26 The monthly grossing is apparently done retrospectively using data from the previous (rolling) annual data set comparing the monthly and quarterly samples and is carried out for each block type (dense, aerated and lightweight) and, for each type, for production, deliveries and stocks.

4.27 The grossing factor described in the review and other documentation is 
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. Here the 
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 are the total production figures reported by the quarterly sample and the 
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 the total quarterly production for the monthly sample (i.e. the sum of the three individual monthly returns.) This can produce unbiased estimates of population totals because the business sites included in the monthly and quarterly surveys taken together are a census of block producers.

4.28 Note this isn’t quite the same as reported in the Review, which describes a factor based only on the previous quarter, rather than the previous year, but we have since confirmed that the actual process uses the annual rather than quarterly totals as the auxiliary variables.

4.29 In the Review the monthly sample was reported to comprise 48 business sites and the quarterly 45 business sites. BDD have reported that selection for inclusion in the monthly or quarterly survey was originally carried out by BIS and retained thereafter. We might expect that the monthly sample was drawn to be a, possibly random, cross-section of the whole sample. Retention of the same allocation pattern is desirable in terms of maintaining stable grossing factors from the monthly to the quarterly sample.

4.30 To investigate the monthly and quarterly sample, Table 16 shows the average quarterly production of each type of block across sites separately for the monthly and quarterly samples. (For the monthly sample, the average is the sum of the average monthly production figures.) The table also shows the average from the quarterly sample expressed as a percentage of the average from the monthly sample. These figures do suggest that the two samples are not balanced in the way we would expect random sub-samples to be. For dense blocks, the average production of those in the quarterly survey ranges between 61% and 85% of the average production for those in the monthly sample. For lightweights blocks, the percentage is much smaller at between 32% and 46%, and for aerated blocks, all the producers are included in the monthly sample.

Table 16: Comparing average quarterly production for monthly and quarterly samples

	
	Dense
	Lightweight
	Aerated

	Quarter
	Monthly
	Quarterly
	Q/M%
	Monthly
	Quarterly
	Q/M%
	Monthly
	Quarterly
	Q/M%

	2008 qtr1
	4,703
	3,861
	82%
	4,110
	1,470
	36%
	6,988
	0
	0

	qtr2
	4,730
	4,038
	85%
	4,108
	1,314
	32%
	6,043
	0
	0

	qtr3
	4,211
	2,919
	69%
	3,025
	1,085
	36%
	3,653
	0
	0

	qtr4
	3,229
	1,985
	61%
	2,318
	739
	32%
	3,216
	0
	0

	2009 qtr1
	3,200
	2,435
	76%
	2,437
	776
	32%
	3,247
	0
	0

	qtr2
	3,520
	2,672
	76%
	2,555
	944
	37%
	3,773
	0
	0

	qtr3
	3,362
	2,449
	73%
	2,349
	944
	40%
	3,667
	0
	0

	qtr4
	2,946
	2,023
	69%
	2,420
	996
	41%
	3,681
	0
	0

	2010 qtr1
	3,058
	1,975
	65%
	2,409
	935
	39%
	3,520
	0
	0

	qtr2
	3,578
	2,765
	77%
	2,866
	1,165
	41%
	3,951
	0
	0

	qtr3
	3,561
	2,916
	82%
	2,971
	1,237
	42%
	4,487
	0
	0

	qtr4
	2,661
	1,880
	71%
	1,941
	891
	46%
	3,515
	0
	0


4.31 We can also look at the regional comparison of the monthly and quarterly survey samples. The very different distributions shown indicate that any subsampling for the two survey samples was not regionally stratified and indeed suggest that the two differ systematically from what would be expected with random sub-sampling. (A χ2 test indicates a p-value of 3%, although the validity of the test is in question due to the small sample sizes.) One possibility is that an initially regionally balanced sample has drifted away from that balance after changes in the population over time but another possibility, looking at the distribution is that there was an intention for the monthly sample to be allocated equally to each region.
Table 17: Regional distribution of monthly and quarterly samples, December 2010

	Region
	Monthly
	Quarterly
	All

	East Anglia
	5
	1
	6

	East Midlands
	5
	2
	7

	North West
	2
	6
	8

	Northern
	3
	1
	4

	Scotland
	2
	7
	9

	South East
	5
	3
	8

	South West
	5
	8
	13

	Wales
	5
	9
	14

	West Midlands
	3
	1
	4

	Yorks & Humberside
	8
	1
	9

	Total
	43
	39
	82


Statistical justification of block grossing
4.32 A simple estimator for the monthly block inquiry, based on the overall sampling rate alone, is given by 
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4.33 We also have available the total production for last year (or any earlier period) 
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, which we can estimate from the monthly sample alone using another simple estimator 
[image: image34.wmf]()

ˆ

m

d

xk

s

N

Tx

n

=

å

. (Note that for the monthly sample, 
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 is the sum of all the three monthly returns, and for the quarterly survey simply the one quarterly return.)

4.34 Then a standard ratio estimator for current monthly blocks is: 
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, which is simply the monthly sample return grossed up using last year’s production, as described in the documentation.

4.35 This ratio estimator works well, in terms of giving a lower variance than the design-based estimator, if the individual production values for the current month and for the previous year are highly correlated.

Grossing for other inquiries

4.36 Only the Sand and Gravel and Monthly Blocks Inquiries are sample surveys and therefore these are the only surveys requiring weighting in order to produce population estimates. The Review of Building Material Statistics recommended checking the coverage of the other surveys. It then continues:

Once a survey universe is identified, an appropriate grossing method should be used to estimate a population total of survey results obtained from inquiries with incomplete coverage. Grossing factors comprising design and model weights derived from appropriate auxiliary variables could be used to gross up sample survey results, circumventing the difficulty of identifying a suitable grossing source. 

4.37 We are making recommendations for modifications to the imputation for all the enquiries. This means that weighting is not required to compensate for non-response. To compensate for frame undercoverage, we would need a source of population totals to use as control totals in the weighting.

4.38 This could be approached in two ways. First using totals from a source with comprehensive coverage of the target population for each survey. This does not seem a viable approach as there are no other sources with this comprehensive coverage (or if there were, we could use those for the Building Materials Surveys.) The second approach would be to augment the existing survey data with sampled businesses so that the existing and new samples together cover a wider population for which reliable population control totals are known, but this approach would lead to a substantial change to the survey process, extra cost and administrative burden on businesses.

Estimation of standard errors for Sand and Gravel

4.39 Lohr (1999) gives a formula for the model-based standard error of the ratio estimator as shown above in the description of the Sand and Gravel weighting: 
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 where 
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 is the weighted least squares estimate of the slope 
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 from the assumed population model. To carry out the calculation, we linked unit-level data from the 2010 S&G to the 2008 AMRI. The linking, aggregation and matching required for the calculation were carried out in SPSS. (In practice, Lohr shows how the relevant terms can be read from the output from the weighted least-squares regression, but this cannot be automated in the version of SPSS available.)

4.40  If the S&G sample had been drawn as a simple random sample from the AMRI, the appropriate formula for the standard error would be: 
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, where N and n are the population and S&G sample sizes respectively. By comparing terms, it is easy to see that the model-based formula puts the population and sample totals from the AMRI in place of the population and sample sizes and then includes the square root of the auxiliary (x) variable in the denominator of the ratio residual. To observe the sensitivity to sampling assumptions, and as a credibility check, we calculated this standard formula for comparison.

4.41 Table 18 shows estimates of standard errors for sand for building. The table first shows the total estimate, both the published version and our version (labelled ‘linked’) resulting from the linking exercise. These are of the same order of magnitude, but clearly not the same. Further checking and investigation suggests these differences may be attributed to subsequently updated or edited data. 

4.42 The model-based standard errors are shown both as an absolute value and as a coefficient of variation (CV). For this limited run of results, the CVs appear to be reasonably stable. However, with data with skewed distributions liable to outlying values, standard error estimates can be volatile, so it may be best to produce a longer run of results and use a median CV value for inference in place of the direct value.

Table 18: Standard errors for sales of sand for building

	
	Total sales
	Model-based
	SRS

	Period
	Published
	Linked
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	2010q1
	1,539
	1,498
	96
	6%
	231

	2010q2
	1,585
	1,506
	110
	7%
	245

	2010q3
	1,584
	1,517
	111
	7%
	253


4.43 The second set of standard error values which assume a simple random sample are, over twice as large as the model-based versions. This is to be expected as this formula neglects the purposive sampling of larger producers. It is possible that the SRS formula will be more stable in the long run as it omits the square root of the auxiliary variable in the denominator of the calculation.

Estimation of standard errors for Blocks
4.44 In the above, we showed that the weighting currently used in the estimation for blocks can be written as a standard ratio estimate. We can therefore apply the usual standard error formulae for a ratio estimate of a total (as quoted earlier in the discussion on S&G): 
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4.45 This does assume that the monthly sample is a simple random sample from the whole population. The sample distributions shown earlier suggest this is not the case, so we may need to modify this formula if we can get a clearer picture of the original sampling procedures. Otherwise, we hope this formula acts as a reasonable approximation to judge the volatility of the estimates.

4.46 Note that given the high sampling fraction used here, we cannot disregard the finite population correction 
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 across all sampled sites.

4.47 Table 19 shows this standard error estimator applied to the monthly dense block production estimates. These monthly production estimates are those that are published as provisional each month. We have independently derived these estimates and the results are very similar to those taken from publications (differing by at most 1%). 

Table 19: Monthly provisional block estimates with standard errors

	Month
(all 2010)
	Production of dense blocks
	Std Err
	Coefficient of variation

	January
	1,291
	75
	6%

	February
	1,857
	71
	4%

	March
	2,192
	110
	5%

	April
	1,902
	127
	7%

	May
	1,905
	128
	7%

	June
	2,310
	174
	8%

	July
	2,116
	118
	6%

	August
	2,030
	85
	4%

	September
	1,933
	43
	2%

	October
	1,769
	45
	3%

	November
	1,630
	53
	3%

	December
	1,238
	158
	13%


4.48 The coefficient of variation shows the standard error presented as a percentage of the estimate. This appears to be fairly large, especially when seen in the context of a series that when plotted does not appear to be very volatile. However, it should be stressed here that the standard error calculated is for the point estimate which is based only on a sample size of just over forty sites (noting the applied finite population correction.) The apparent lack of volatility in the results also reflects the fact that the same panel of producers is retained over time. Hence the standard error as shown cannot be used directly for statistical inference about changes over time, which would need to take into account the high correlation between measures on the panel.

4.49 As with the S&G standard errors, we can see that the standard errors are themselves prone to be volatile. The reported values reflect both the actual volatility in the estimate and the volatility in the estimate of the standard error. Both are likely to be larger in times of change, as can be seen in the final estimate of the series.
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Figure � SEQ Figure \* ARABIC �1�: Scatter plot of (i) sales of building sand and (ii) total sales for 2010 Q1 Sand and Gravel Survey versus 2008 AMRI
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Summary of main points


Using the IDBR to replace the current sampling frames and panels is unlikely to be cost effective for BIS, as there is a considerable degree of overcoverage in using even the four digit SIC codes for most of the materials





Summary of main points


The non-standard cut-off sampling approach as described for the sand and gravel survey can be justified by the application of a standard ratio model in a model-based framework.


There does not appear to be a strong case for modifying the weighting used on the sand and gravel survey to apply the ratio estimation separately by region.


The weighting used on the monthly blocks survey estimation can be re-written as a standard ratio estimator, although the way the sample is allocated to the monthly and quarterly surveys is, from observation, not random.


We have identified standard error estimators for point estimates from the sand and gravel and blocks surveys and applied these. We recommend using averaged values to reduce the volatility in these estimates.











Summary of main points


The imputation methodology should be changed for sand and gravel so that the trimmed mean growth rate is calculated using quartiles instead of standard deviations


This imputation method should be adopted for both bricks and blocks as well 




































































� Marine-dredged materials are in imputation classes of their own with no further subclassification by size of business 


� You might question whether we should use absolute differences within the RIB formula, so that opposite imputation effects on different respondents do not offset each other.  This is known as the Absolute RIB (ARIB) and measures the quality of the imputation at the microdata level, but our interest here is on the effect of the imputation on the final estimates, and the RIB measures that.


� We are not suggesting that this response rate is expected to arise any time soon for those surveys with high response rates.  But this pattern lets us see how the methods perform in a very difficult context.


� BDD’s processing of the two sand and gravel surveys treats them as one at the imputation stage (the results are separated by treating the marine-dredged results as a different stratum) and so it would probably not be straightforward to have different imputation strategies for the two surveys.


� The values of mRIB and mIB are given in the annex to the report.
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